
Generating Videos with Dynamics-aware
Implicit Generative Adversarial Networks 

ICLR 2022

Sihyun Yu*,1, Jihoon Tack*,1, Sangwoo Mo*,1,
Hyunsu Kim2, Junho Kim2, Jung-Woo Ha2, Jinwoo Shin 1

1Korea Advanced Institute of Science and Technology (KAIST)
2NAVER AI Lab

*Equal contribution.



Remarkable Success of Deep Generative Models

Deep generative models have shown remarkable success in various domains: 

• Including images [Karras et al., 2021; Nichol et al., 2022], texts [Brown et al., 2021], and audios [Dhariwai et al., 2021]
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Video Generative Modeling Still Remains as a Challenge

Video generative modeling still remains as a challenge! 

• Videos: spatiotemporally complex signals → Most approaches interpret videos as a 3D grid of RGB values 

• …limits the scalability of videos → up to 512 TPUs are required to train DVD-GAN [Clark et al., 2019]

Question: Can we interpret video signals differently for efficient, scalable video synthesis?

• Videos are “continuous” signals, where frames are highly correlated with temporal dynamics
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Video Generative Modeling Still Remains as a Challenge

How can we interpret video signals differently for efficient, scalable video synthesis?

Idea: We interpret videos as continuous signals and leverage implicit neural representations!
• Videos are continuous signals, where frames are highly correlated with temporal dynamics

Implicit neural representations (INRs): New paradigm of representing complex continuous signals

• Represent a signal into a neural network from input coordinates to corresponding signal values [Sitzmann et al., 2020]

• e.g.) Video = a neural network 

• Have shown its effectiveness at representing complex signals such as 3D scenes [Mindelhall et al., 2020]
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Implicit Neural Representations for Video Generation?

How can we interpret video signals differently for efficient, scalable video synthesis?

DIGAN: We propose an implicit GAN which generates weights of video INRs
• Extends recent implicit GANs on image synthesis which generates weights of image INRs [Skorokhodov et al., 2020]

• Idea: We more focus on “temporal aspects” of videos to design implicit GANs for video synthesis
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[Skorokhodov et al., 2021] Adversarial Generation of Continuous Images, CVPR 2021



DIGAN: Dynamics-aware Implicit GAN

1. Generators synthesize the weights of video INRs from a content vector and a motion vector
• determines overall spatial contents (or style) of generated videos
• determines the temporal motion of generated videos
• Smaller time-frequency        than space-frequencies
• Since frames “change relatively slowly over time” compared to spatial variations
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DIGAN: Dynamics-aware Implicit GAN

7[Karras et al., 2020] Anaylzing and Improving the Improve Quality of StyleGAN, CVPR 2020

2. DIGAN utilizes two discriminators: an image discriminator        and a motion discriminator    
• determines real/fake of the generated frame (image) at arbitrary time 
• Use a similar architecture to prior image GANs like StyleGAN2 [Karras et al., 2020]
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DIGAN: Dynamics-aware Implicit GAN

2. DIGAN utilizes two discriminators: an image discriminator        and a motion discriminator    
• determines real/fake of the triplet                      : consists of a pair of images and their time difference 
• Simi  is not a 3D convolutional discriminator → same architecture as         (input channel 3 → 7)
• We generate video INR→ efficiently produce arbitrary time frames (unlike prior autoregressive video models)
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Experiments: DIGAN Beats Other Video Synthesis Methods

DIGAN significantly outperforms prior video synthesis methods (both quantitatively/qualitatively)

• e.g.) UCF-101: Shows 30.7% improvement on UCF-101 (measured with FVD)  

9

UCF-101 Sky

TaiChi Kinetics-food



Experiments: DIGAN Can Generate Long Videos

DIGAN can generate long videos (up to 256 frames) with reasonable visual quality

• It is 5.3x longer than prior state-of-the-art method [Clark et al., 2019]

• Training time and resources are not demanding (4.4 days with 4 NVIDIA V100 GPUs) 

10[Clark et al., 2019] Adversarial Video Generation on Complex Datasets
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Experiments: DIGAN Can Inter-/Extra-polate Generated Videos

Intriguingly, DIGAN achieves successful “spatiotemporal” inter-/extra-polation of generated videos

• Recall: We interpret videos as spatiotemporally continuous signals 
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Experiments: DIGAN Can Inter-/Extra-polate Generated Videos

Intriguingly, DIGAN achieves successful “spatiotemporal” inter-/extra-polation of generated videos

• Recall: We interpret videos as spatiotemporally continuous signals 
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Summary

Summary: We make video generation scalable leveraging implicit neural representations
We propose DIGAN = Dynamics-aware Implicit Generative Adversarial Networks

1. Achieves state-of-the-art performance on various video generation benchmarks
2. Can generate long videos of high-resolution frames without demanding recourses
3. Have lots of intriguing properties, such as spatiotemporal inter-/extra-polation
4. Non-autoregressive generation of videos is possible

More details can be found:
• Paper: https://arxiv.org/abs/2202.10571
• Code: https://github.com/sihyun-yu/digan
• Project page: https://sihyun-yu.github.io/digan

Please drop by our poster session for more details!
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